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Abstract  

 

The age of big data has come with 

voluminous, complex, noise and ever fast 

growing data from technology driven 

multiple data sources. Big data 

encompasses the domains such as 

healthcare, biomedical, government, 

research and commerce. Researchers from 

diverse fields have been focusing on the 

big data to obtain quality knowledge of 

contribution in their field. The researchers 

has reported to use many modern tools and 

techniques specific to big data in solving 

the big data decision making task. This 

paper is focused at (i) concepts and features 

associated to big data, (ii) the state-of-the-

art techniquesand tools for big data 

decision making, and (iii) to discover the 

challenges pertaining to big data so that 

future researchers can obtain the directions 

from it. 
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I. INTRODUCTION  

 

The exponential growth of data has arrived from the day-to-day human intractable or 

passively assistive tools such as sensors, scientific laboratories, e-commerce or government 

firms, and social media websites, etc. The growth of this data has already surpluses the 

capabilities of microprocessor based processing as the microprocessor’s growth is slowed 

down far below to the Moore’s law. A decade below, in 2011, 2.5 quintillion data bytes were 

created [1]. It is observed by IBM that 90% of world data is created in each 2 years and 

exceeding. Six thousand Walmart stores produces above 267 million of online transactions. 

In a single day a survey Telescope’s image data consumes up to 30 trillion bytes [2]. Alibaba 

produces 20 terabytes of data by over 880 million online transactions. Figure 1 shows the 

data volume chart as predicted by International data corporation (IDC) [3]. These data brings 

us to the definitive conclusion that the era of big data has arrived.  

 

 
 

Figure 1: Global Data Volume Prediction by IDC 

 

Along with the voluminous size of the datasets, big data also defined by the complex 

data structures and by a challenging technique of obtaining and managing data [4]. These 

challenges associated with big data is aimed at dealing effectively by scientist and engineers, 

known as Big Data Scientists and Big Data Engineers respectively. Followed and motivated 

by the Obama administration in 2012, Gartner put on the big data among the top ten 

technology trends and critical technology trends. 

 

The analysis of big data can derive into a big value chain for human life and business 

profit through the process of big data identification, integration, and exploitation [5]. The 

researchers in the big data domain has consistently developing tools and proposing 

technological advancement to process the big data and obtain perfect decision making. The 

decision making in big data domain has already been experimented successfully in many 

domains such as business sale analysis, development of customer specific products, loyalty, 

patient discovery and clinical decision making, tourism marketing, and transportation etc. 

Some survey reported that over half of the 560 surveyed institutions and enterprises have 

intuition and understanding that big data decision making would help them in enhancing the 

efficiency of operation, obtaining the strategic decision, better customer interaction, 

advertisement and retention, and setting the product price etc. [6] [2]. 
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Decision support is the key strategy to be included in every sources of big data. The 

theory of decision in general means as discovering values, logics, rationalities, probabilistic 

model deriving and other relative challenges in the field of economics and computer science 

using optimal strategy and techniques of mathematics and statistical modelling. Normative 

theory of decision making refers to the optimal usage of techniques, technologies and tools to 

discover the best decision in a framework of rational bound.Under this definition, the 

decision making in big data domain belongs to each steps of big data accumulation to 

prediction of classified knowledge system, including the visualization process.  

 

There are many technique and tools developed solely for decision making from big 

data, although sometimes they fail to provide optimal solutions. For examples, some of these 

decision making tools involved with multi-disciplined areas such as optimization methods, 

statistics, machine and deep learning, visualization, data mining, and social media analysis 

etc. Along with this the big data tools can be divided into three types such as batch 

processing, stream processing and hybrid processing tools [2].Figure 2 explains the 

relationship between data science and decision support system (DSS).  

 

 
 

Figure 2: Relationship between Data Science and DSS 

 

The paper is organized as below. The section 2 explains the techniques and tools 

being used in the big data processing. The section 3 explains challenges pertaining to big data 

to get the future direction in research. The last section concludes the work.  

 

II. TECHNIQUES AND TOOLS OF BIG DATA PROCESSING 

 

A wide variety of tools are developed by scientists and big data enterprises to obtain 

the valuable knowledge for their decision making need fulfillment. The tools has crossed 

multidiscipline domains and proven effective for discovering, capturing, integrating, analysis 

and visualizing the big data. This section provide a comprehensive review of some current 

trends and development in big data decision making techniques and tools. The paradigm for 

big data decision making is shown in figure 3.  
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Figure 3: Paradigms of Big Data Processing 

 

1. Techniques of big data decision making: The techniques of decision making in big data 

field is either developed or in developing stage due to enormous complexing in each 

phase of big data processing. These techniques are usually picked up based on the 

specific applications and their respective objectives. There are many techniques which 

involves many disciplines and generally overlap with each other. The categories are 

explained below one by one. 

 

• Mathematical techniques: The big data study has taken two major concepts from the 

field of mathematics: statistics and optimization techniques. The data gathering and 

analysis or raw data is mainly gone through the statistical approaches before the 

actual process of data analysis starts. The numerical description of data points and to 

derive the casual relationships or co-relationships between objectives are derived 

using statistical measures. To deal with huge volume of big data, some modifications 

of big data specific statistical techniques are developed such as parallel statistics [7], 

statistical computing [8], and statistical learning [9]. 

 

Due to effectiveness in quantitative, the optimization techniques is being used 

in big data. The issues of high memory cost and time consumption, the optimization 

techniques are generally incorporated with data reduction techniques [10] or 

parallelism [11]. Several studies of co-evolutionary algorithms [12], real-time 

optimization [13] in wireless sensor networks [14] and intelligent transportation 

systems [15] has shown remarkable use of optimization techniques in big data 

decision making.  

 

• Data analysis techniques: Data analysis takes the advantages of different beneficial 

techniques for big data, developed under different domains such as data mining, 

machine learning, artificial neural networks, and signal processing etc.  
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Data mining is a set of techniques offered to obtain useful patterns and 

information from the datasets. Big data mining requires to improve the existing data 

mining techniques. For this, generally parallel implementations [16] of data mining 

algorithms and dimensionality reduction methods [17] are also considered. The most 

widely used data mining techniques used in big data are clustering and regressing. 

However, classification and fuzzy logic based data modelling is also reported to be 

used in the literature.  

 

Machine learning is a sub field of artificial intelligence. Machine learning is 

classified into supervised learning and unsupervised learning. In supervised learning 

the output data labels are known for a certain input set. A well designed supervised 

machine learning algorithm learns the big data inputs for the specific output 

assignment, as a training part. After the training process, the algorithm can 

automatically classify the big data inputs to its respective output class. In 

unsupervised learning, the data are not labelled. The unsupervised learning algorithms 

automatically classify the input big data into different groups based on inherent 

similar features in the dataset. The machine learning algorithms are applied 

successfully in many big data types such as biological big data [18], sensors data [19], 

and stock market [19] for example. 

 

Artificial neural network is widely used method of learning useful patterns 

from the datasets using distributed node based processing which emulates the human 

brains. The big data processing using artificial neural network is however a 

challenging task due to the artificial neural network’s requirement of many hidden 

layers and nodes construction for a well performed learning mechanism. However, 

more hidden layers and nodes consumes more time and memory of computing model 

which has a deep adversarial effect to the big data analysis. This adversarial effect is 

however addressed by proposing (i) a sampling method which reduces the sizes of the 

big data before input to the artificial neural network and (ii) by designing a parallel or 

distributed artificial neural network for big data processing [20]. To contain big data 

learning, many specific deep learning methods are also designed by the researchers 

[21]. It is interesting to know that many deep learning models has successfully dealt 

for different big data applications such as drug discovery [22], genomic medicine 

[23], and text mining [24]. 

 

Textual big data, especially from social media and ecommerce websites,is 

widely used for analysis of human sentiments. This process of learning involved few 

machine learning and lexicon-based methods and known as sentiment analysis [25].  

The sentiment analysis is aimed at different applications such as subjectivity 

classification [26], polarity determination [27], spam detection [28], review usefulness 

measurement [29], aspect extraction [30], and so on. To implement sentiment analysis 

for the big data, some new big data platforms are chosen such as MapReduce and 

Storm [31]. 

 

• Visualization techniques: The visualization technique refers to the ways required for 

displaying the information using intuitive display like tables, images, and diagrams. 

Every big and small firms uses the visualization to display the compact but 

meaningful explanation of the datasets and knowledge. For example, Facebook uses 
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timeline as a visualization method for manipulate and display its data in its dataset. 

Big data visualization would increase the meaningfulness but the complexity of big 

data make it a difficult cases than the traditional datasets [32].To deal with big data, 

many modern visualization techniques trues to discover proper visualization after 

reducing the dataset size by feature extraction and parallel way of execution [33] [34]. 

The best visualization is mandatory for big data as a good visualization demonstrate a 

good visualization is better than a thousand of petabytes [35].  

 

• Cloud computing: Cloud computing is a new revolution in the computing where the 

required resources and service is rented to the end users, without requiring to actually 

buy the resources or the software and installing these to the user end.The cloud 

computing model is suitable for big data processing. The decision support can be 

accomplished by cloud computing is the data management, tuning of models, data 

quality, and data currency is properly maintained [36].  

 

• Fuzzy sets and systems: Fuzzy set is an effective solution for many big data 

problems. Fuzzy set and logic is good for dealing with uncertainties and vagueness in 

the dataset, which is very common for big datasets [37]. The fuzzy logic is thus made 

to be a good choice for extracting knowledge from incomplete big data [38]. Fuzzy 

systems are even used for deep learning in big data analysis and applications as well 

[39]. The fuzzy techniques being used for big data are evolving fuzzy systems [40], 

neural fuzzy classifier [41], linguistic fuzzy rule-based classifier [42], and fuzzy C-

Means is proven best for clustering the big data [43]. Also, many pattern recognition 

algorithm such as fuzzy inference systems, fuzzy Bayesian process [44], and fuzzy 

query system [45] are also experimented for big data applications. Big data 

dimensionality reduction can also be performed neural fuzzy classifiers [46].  

 

2. Technologies of big data decision making: The characteristics and features of big data 

requires novel technologies, in terms of infrastructures and platforms, for providing 

timely and accurate decision making. Figure 4 shows a historical perspective of the big 

data framework of technologies. MapReduce changed the batch processing framework 

and brought a revolution in batch based big data processing [47], proposed by google in 

2003. However, that time only large datasets were being processed rather than the big 

data.  
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Figure 4: The Three Generations of Processing Paradigms 

 

With the arrival of Hadoop in 2006, the first generation of big data processing started. 

Hadoop uses MapReduce as its processing engine. The second generation of big data 

processing was started by S4 (a Yahoo product of 2010). S4 dealt with both the static and big 

data. The hybrid processing can bring us to the third generation. However, the enough 

development is this area is yet to happen to let us inter into the third generation. Table 1 

simplifies with its visualization regarding the three generations of technologies by the 

detailed processing technologies.  

 

Table 1:  Three Generations of Big Data Technologies 

 

Paradigm Technology 

Batch Processing MapReduce 

Hadoop 

Flume 

Scribe 

Dryad 

Apache Mahout 

Jaspersoft BI Suite 

Pentaho 

Skytree Server 

Cascading 

Spark 

Tableau 

Karmasphere 

Pig 

Sqoop 

Stream Processing Kafka 

Flume 
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Kestrel  

Strom 

S4 

SQLstream 

Splunk 

SAP Hana 

Spark Streaming 

Hybrid Processing Lambdoop 

SummingBird 

 

Batch processing takes care of the data which is stored in storage. The advantages 

associated with batch processing are scalability andreliability. The scalability is achieved by 

parallel implementations like that of MapReduce. The stream processing on the other hand 

process big data in real time. This paradigm takes diskless processing approach to achieve 

low latency. The hybrid processing synthesizes both the batch and stream processing based 

on Lambda architecture [48].  

 

III. CHALLENGES PERTAINING TO BIG DATA 

 

The ultimate target is to develop the big data solutions for decision making which 

were never before available. In this section, we shall discuss the challenges in big data 

decision making and the future solutions to it. There are many factors which influences the 

decision making process for big data. The literature reports and studies show that the factors 

and its impacts changes over time. The big data and its analysis for decision making is an ad-

hoc process where the organizations changes are frequently altered for obtaining quality 

output. The agreements are changed to obtain big data, new staff are hired and new 

departments are formed so as to obtain advantages by discover features from big data and 

subsequent decision making in a short span of time. The factors which affect the decision 

making from big data is listed in table 2. 

 

Table 2: Factors Influencing the Decision Making Quality 

 

Factors Description 

Contractual 

governance 

The big data’s quality can be enhanced if the proper agreement can be 

laid down with the data source provider. Agreements guarantee 

collaborative sharing of data with proper understanding, by defining 

responsibilities and methods, through a good communication.  

Relational 

governance 

Relational governance is mandatory for developing trust between 

enterprise stakeholders and for guaranteeing the sharing of required 

knowledge that is mandatory to understand big data. Good relational 

governance comprises communication and knowledge altercation which 

is essential to comprehend and process data. 

Big data 

analytics 

capabilities 

Analyzing big data can cover loads of variables and constraints. It was 

hard to discover the correct tools. Which methods can be probably used 

and in what way big data can be pictured is a test. This was frequently an 

extensive exploration procedure in which knowledge of big data and the 

domain was needed. 
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Knowledge 

exchange 

Together data and knowledge around the data desired to be conveyed. 

Knowledge around in what way the data is composed and handled is 

essential for being able to understand the data and to comprehend by what 

means it can be used. When big data analyst hold more knowledge 

regarding the background, the use and the discovery of patterns and 

associations would become easier. 

Collaboration 

and 

Cooperation 

The capability to cooperate amongst big data benefactors, analysts and 

decision-makers is a main need to create a big data chain. Besides, the 

incapability to cooperate with data benefactors can reduce the paths 

which is used for generating valuable knowledge.  

Process 

integration and 

standardization 

The capacity to assimilate procedures and to normalize responsibilities 

and outputs in improving the big data chain. This consequences in lesser 

labors and price to usage big data analytics. 

Routinizing 

and 

standardization 

By routinely updating the big data collection from sources would improve 

the big data velocity matching. This is mandatory for big data analysis in 

real time. 

Flexible 

infrastructure 

A flexible infrastructure increases the capacity to handle the big data for 

subsequent processing.  

Staff A specialist and expert staff in the field of big data and analytics has 

enough knowledge for data gathering related communication making and 

interpreting the big data analytics results.  

Data quality of 

the big data 

sources 

The data quality is very important. An error data can generate costly 

wrong decisions. These wrong decisions becomes very bad consequence 

maker for critical sectors. 

Decision-

maker quality 

Decision-makers should interpret the result of the big data analytics and 

comprehend the meaning. The experienced decision-makers are the faster 

decisions makers. 

 

The main challenges discovered in decision making can relate to the velocity, validity 

and veracity and these are connected with the following: 

 

1. Processing: The velocity of data sometimes let the application obtain and deal with just a 

part of data, leaving another part behind. This makes the decision making poor as the 

entire picture of the dataset becomes not so clear. For example, some part of the data 

which shows a behavior like fraudulent becomes unknown if that part of data in 

unavailable.  

 

2. Noise: The presence of noise creates a problems on data perception and to obtain key 

insight becomes a problem in case of noise presence. 

 

3. Error: In many cases the source only has the information on the context of the data. The 

data analytics have no idea on data context in this cases. For example, a data may be 

collected two years back and it reflect the scenarios of last two years but wrongly it was 

communicated that the data is of last years. This is an error of data context and the 

decision making from this data would be wrong.   
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IV. CONCLUSION  

  

Big data is a popular domain which is still developing in an enormous speed. The big 

data decision making is a new sub-domain of big data analysis which encompasses the 

techniques and technologies of many other domains. The techniques and technologies of big 

data is presented in this paper while providing textual details and also using few figures and 

tables also.The paper then provides the challenges associated with big data processing and 

discovers factors which influences the big data decision making from the literature.  
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