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Abstract 

 

It is highly challenging to anticipate 

anything when there is a non-linear 

association between inputs and outputs. 

One of the most difficult tasks for financial 

analysts is to predicting the stock market 

values because of the environments' 

inherent noise and their high volatility in 

relation to market movements. The goal of 

this article is to demonstrate the use 

artificial intelligence and machine learning 

techniques to address the issue of stock 

market prediction. The two basic analysis 

that can be applied to model the estimation 

of the stock market are fundamental 

analysis and technical analysis. Regression 

algorithms are generally applied in the 

technical analysis to forecast the movement 

of the stock price at the closing of a 

business day based on past data. Contrarily, 

in the fundamental analysis, the public 

attitude is classified using a machine 

learning algorithm according to news and 

social media. 
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I. INTRODUCTION 

 

Stock markets are consistently a desirable investment choice for capital growth. In 

recent decades, as communication technology has advanced, the stock market has grown in 

popularity among individual investors. While the number of investors and firms on the share 

markets increases year after year, many people look for a method to guess the direction of the 

stock market in the future. Since the 1990s, initial studies have tried to anticipate stock 

market movements using artificial intelligence methodologies. The massive daily volume of 

traded money in the stock markets drives researchers' interest in studying the issue of stock 

market forecasting. Multiple research studies have been published on the efficiency of 

artificial intelligence techniques applicable to predict the stock market.  

 

Basically, two key methods are used in stock market analysis 

 

1. Technical Analysis (TA) 

2. Fundamental Analysis (FA) 

 

In technical analysis, stockholders attempt to estimate the stock markets using past 

data and looking into the indicators, like Moving Averages, RSI, OBV, MACD etc., which 

are created based on these data. A machine learning model can perform the same function. It 

can be trained to detect a logical relationship between a stock's closing price and financial 

indicators which can lead to the development of a prediction model that forecasts the stock 

price at the closing of a trading day. 

 

Fundamental analysis, on the contrary, makes an effort to estimate an actual value for 

the stock based on its proprietor company's financial records, like available working capitals, 

profit and loss statements, balance sheets and dividends paid. If the anticipated price is 

greater than the price of the stock, investors get a selling indication and if the anticipated 

price is less than the price of the stock, investors get a holding (if purchased already) or 

purchasing indication.  

 

II. THEORETICAL FRAMEWORK 

 

There are four main processes in the prediction of the stock market using various 

machine learning techniques. 
 

Dataset Generation  

Data Engineering  

Machine Learning Model Training  

Stock Market Prediction. 
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Figure 1: ML Framework for Stock Market Prediction  

 

1. Dataset Generation: Having access to a dataset is the first step in developing a Machine 

learning model. Several features of this dataset are used to train the machine learning 

model. Majority of the necessary data for predicting the stock market is available on the 

internet, such as past prices of stocks or public sentiment in the social media. 

 

The training process can be carried out with or without the use of a set of labelled 

data known as target values. When training procedure is conducted with a collection of 

labelled data, the process is known as supervised learning.; whereas, unsupervised 

learning does not require any target values and it attempts to find the unseen patterns 

available in the training dataset. 

 

2. Data engineering: Before being used in model training, the data acquired from the 

proposed datasets must be processed in advanced. In the model training stage, several 

indicators from technical analysis are used. The most significant ones are moving 

averages (simple and exponential), MACD, RSI, On Balance Volume (OBV) to construct 

the input characteristics of a machine learning training model. 

 

• Simple Moving Average (SMA): A simple moving average (SMA) computes the 

average of a given price range, usually closing prices, divided by the number of 

periods in that range. The mathematical formula for SMA is 

 

𝑆𝑀𝐴 =
𝐶1 + 𝐶2 + ⋯ + 𝐶𝑁

𝑁
 

 where 

  𝐶𝑖 is the stock's closing price at period i, 

N is the total number of period.  

 

• Exponential Moving Average (EMA): An exponential moving average (EMA) 

gives more weightiness and significance to recent data points. Formula for calculating 

the EMA is given below 

𝐸𝑀𝐴𝑖 = (𝐶𝑖 × (
𝑆𝐹

1 + 𝑁
)) + 𝐸𝑀𝐴(𝑖−1) × (1 − (

𝑆𝐹

1 + 𝑁
)) 

where 

Ci is the stock's closing price at period i,  
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SF is Smoothing Factor. The most common value is 2, 

N is the total number of periods. 

 

 
 

Figure 2: SMA and EMA 

 

• Moving Average Convergence Divergence (MACD): Moving average convergence 

divergence (MACD) is a momentum indicator. MACD demonstrate how two moving 

averages of a stock's price relate to one another. MACD is computed by subtracting 

the exponential moving average of 26 periods from the exponential moving average 

of 12 periods. 

MACD=12 Period EMA – 26 Period EMA 

 

The signal line (9 period exponential moving average of the MACD) is then 

plotted on top of the MACD line, which can serve as a hint for buy and sell signals. 

When the MACD line crosses above its signal line, traders should think for buying the 

stock, and when MACD line goes below its signal line, traders can initiate a sell 

order. 

 

 
 

Figure 3: MACD 

 

• Relative Strength Index (RSI): The Relative Strength Index (RSI) estimates 

overbought or oversold situations in a stock's price by measuring the speed and 

magnitude of recent price changes. The Relative Strength Index (RSI) can also 

specify stocks which are on the verge of a price correction or a trend reversal. It can 

indicate when to buy and sell. Identically, an RSI value of 70 or higher specifies an 

overbought condition. An RSI value of 30 or less specifies that the market is oversold. 

The Relative Strength Index (RSI)  can be calculated as 

 

𝑅𝑆𝐼 = 100 − [
100

1 +
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐺𝑎𝑖𝑛

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐿𝑜𝑠𝑠

] 
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• On Balance Volume (OBV): On Balance volume (OBV) is a momentum indicator of 

momentum. OBV uses volume changes to forecast price movements. On Balance 

volume (OBV)  reflects crowd sentiment and can forecast a bullish or bearish 

consequence. The formula for OBV is 

 

𝑂𝐵𝑉 = 𝑂𝐵𝑉𝑝𝑟𝑒𝑣 + {

+𝑉𝑜𝑙𝑢𝑚𝑒, 𝑖𝑓 𝑐𝑙𝑜𝑠𝑒 > 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑐𝑙𝑜𝑠𝑒
0, 𝑖𝑓 𝑐𝑙𝑜𝑠𝑒 = 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑐𝑙𝑜𝑠𝑒

−𝑉𝑜𝑙𝑢𝑚𝑒, 𝑖𝑓 𝑐𝑙𝑜𝑠𝑒 < 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑐𝑙𝑜𝑠𝑒
 

 

Were 

 

OBV represents the current level of OBV 

OBVprev is the previous level of OBV and 

Volume specifies the latest trading volume amount 

 

• Fundamental analysis: Because fundamental indicators are unstructured, mining 

data for fundamental analysis is problematic. This data could be information from a 

company's financial report. It is obvious that changes in a company's financial 

statement can have an instant influence on public viewpoint in the news and on social 

media.  Thus, financial reports can be used to assess the influence of fundamental data 

on market movements. A machine learning model can use the internet to investigate 

various news and social media updates in order to forecast the impact of fundamental 

indicators on stock prices. This strategy is known as stock market sentiment analysis. 

Here, the input data for training a model is largely unstructured and is imported into 

the model in text format. The goal of stock market sentiment analysis is to produce a 

binary value that indicates the positive or negative effect of financial reports on a 

particular stock. 

 

3. Machine learning model training: Several machine learning models have been used in 

research studies to forecast stock markets. They are basically classified into two main 

categories:  

 

• Classification models, which attempt to support shareholders in the decision-making 

for buying or selling a stock. 

• Regression models, which try to forecast stock price activities such as the low, high or 

closing price of a stock.  

 

According to study, more than 90% of the available machine learning algorithms 

used in stock market prediction are based on classification models. The Decision Tree 

(DT), Artificial Neural Networks (ANN), Support Vector Machine (SVM), Logistic 

Regression (LR),  Bernoulli Naive Bayes (BNB) & Gaussian Naive Bayes (GNB), 

Random Forest (RF), XGBoost (XGB) and k-Nearest Neighbour (KNN) are the most 

common machine learning algorithms used to forecast stock markets. 

 

Few studies, however, attempted to guess accurate stock prices with the help of 

regression models. Linear Regression and Long Short-Term Memory (LSTM) methods 

are generally used in regression problems. 
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• Decision Tree (DT): A decision tree algorithm executes a series of recursive actions 

before arriving at the end result, and when these actions are plotted on a screen, the 

pictorial representation look like a large tree, hence the name 'Decision Tree. 

 

• Support Vector Machine (SVM): The SVM algorithm's aim is to find the decision 

boundary for classifying n-dimensional space so that new data points can be easily 

placed in the correct category in future. 

 

• Artificial Neural Networks (ANN): Artificial Neural Network is a popular as well as 

relatively new technique for making financial market estimations that also integrates 

technical analysis. A set of threshold functions is comprised with the Artificial Neural 

Network. These functions are trained on historical data and used to forecast the future 

by tying them together with adaptive weights. 

 

• Logistic Regression (LR): Logistic regression can be used to categorize a collection 

of independent variables into two or more mutually exclusive classes and can be used 

to predict the probability of good performing stocks by applying variable to logistic 

curves. 

 

• Gaussian Naive Bayes (GNB) and Bernoulli Naive Bayes (BNB): The Gaussian 

Naive Bayes (GNB) and Bernoulli Naive Bayes (BNB) are simple but very efficient 

supervised learning algorithms. Gaussian Naive Bayes (GVB) comprises the 

preceding and succeeding probabilities of the dataset classes. On the other hand, 

Bernoulli Naive Bayes (BNB) is only valid to binary valued dataset. 

 

• Random Forest (RF): The Random Forest (RF) algorithm comprises of a sequence 

of decision trees whose goal is to yield noncorrelated cluster of trees whose 

estimation is more precise than any solitary tree in the cluster. 

 

• k-Nearest Neighbour (KNN): The k-Nearest Neighbour (KNN) is a well-recognized 

classification algorithm that uses test data to regulate how an unclassified point should 

be classified. The Euclidean distance and Manhattan distance are two approaches used 

in k-Nearest Neighbour (KNN) algorithm to compute the distance between the 

unclassified point and its similar points. 

 

• XGBoost: XGBoost is a supervised learning algorithm that predicts an intended 

variable correctly based on the approximation of simpler and comparatively weaker 

models.  The XGBoost is a widespread, open source form of the gradient boosted 

trees procedure. 

 

• Linear regression: Linear regression is a valuable metric in financial markets for 

technical and quantitative research that examines two distinct variables to determine a 

single connection. Stock prices plotted along a normal distribution (bell curve) can 

help traders determine when a stock is overbought or oversold. 

 

• Long Short Term Memory (LSTM): The Long Short Term Memory (LSTM) is a 

deep learning algorithm. The feedback connections in its architecture make it a 
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recurrent network. It has an advantage over traditional neural networks because it can 

process the entire data sequence. 

 

4. Model evaluation metrics: All prediction models need some evaluation metrics to 

examine their accuracy in the estimation process. For classification models, Receiver 

Operator Characteristic (ROC) curve Confusion Matrix  are available as evaluation 

metrices. Similarly, R-squared (R2), ), Mean Absolute Percentage Error (MAPE), Mean 

Absolute Error (MAE), and Root Mean Squared Error (RMSE) are available as 

evaluation metrics for regression models. 

 

• Receiver Operator Characteristic (ROC) curve: The Receiver Operator 

Characteristic (ROC) curve is generated by comparing the true positive rate (TPR) to 

the false positive rate (FPR) at many threshold levels. The true positive rate (TPR) is 

also termed as detection probability, recall or sensitivity. The false positive rate (FPR) 

is referred as the probability of false alarm as well. 

 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
  ; 𝐹𝑃𝑅 =  

𝐹𝑃

𝐹𝑃 + 𝑇𝑁
    

 

• Confusion matrix: The confusion matrix, also called as an error matrix, is a 

widespread measure for resolving classification problems. It is applicable to both 

binary and multiclass classification problems. The prototype for any binary confusion 

matrix combines the four types of results true positives (TP), false negatives (FN), 

false positives (FP), and true negatives (TN) as well as the positive and negative 

classifications. The four results can be stated as follows in a 2x2 error matrix: 

 

 Actual value obtained by the experiment 

Positive Negative 

P
re

d
ic

te
d

 V
a
lu

e
 

P
o
si

ti

v
e TP FN 

N
eg

at
iv

e FP TN 

 

Table 1: Confusion Matrix 

 

➢ TP stands for True Positive. It properly identifies the existence of a condition or 

feature 

➢ TN stands for True Negative. It properly identifies the absence of a condition or 

feature 

➢ FP stands for False Positive. It incorrectly shows the existence of a specific 

condition or attribute 

➢ FN stands for False Negative. It incorrectly shows the absence of a specific 

condition or attribute 
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• R-squared (R2): The R Squared (R2) is an arithmetical measure which represents the 

proportion of the variance explained by an independent variable for a dependent 

variable. In investing, R squared (R2) refers to the percentage of a stock's movements 

which can be described by activities in a benchmark index. An R squared (R2) 

measure of 100% indicates that activities in the index (or the independent variable(s) 

of interest) fully explain all movements in the security (or other dependent variables). 

The equation given below shows the formula for deriving R Squared (R2) value. 

 

𝑅2 = 1 −
𝑈𝑛𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛
 

 

• Mean Absolute Percentage Error (MAPE): The mean absolute percentage error 

(MAPE), also called as mean absolute percentage deviation (MAPD), is a measure 

used to assess the accuracy of a forecasting system. The formula for computing Mean 

Absolute Percentage Error is 

 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝐴𝑡 − 𝐹𝑡

𝐴𝑡
|

𝑛

𝑡=1

 

 

Here n represents the number of fitted points 

At denotes the actual value and 

Ft is the forecasted value 

 

• Mean Absolute Error (MAE): Mean Absolute Error (MAE) is computed as the sum 

of the absolute differences among the predicted variables and target. As a result, it 

estimates the average measures of errors in a set of predictions without taking their 

directions into account. This metric's lower values indicate a improved prediction 

model. The formula given below is used to calculate the Mean Absolute Error. 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑥𝑖 − 𝑥|

𝑛

𝑖=1

 

 

Here n denotes the number of errors and |xi-x| means absolute error  

 

• Root Mean Square Error (RMSE): Root Mean Square Error (RMSE) is the 

standard deviation of prediction errors. Prediction errors (also known as residuals) are 

the measure of how distant the data points are from the regression line. The Root 

Mean Square Error (RMSE) measures of how these prediction errors i.e., the residuals 

are evenly distributed. Root Mean Square Error is never negative, and a value of 0 

(which almost never happens in practise) indicates a faultless fit to the data. A lower 

value is generally preferable to a higher one. 

 

5. Stock market prediction: To predict the stock market, programming languages such as 

Python can be employed to train Machine Learning models for forecasting unpredicted 

data.  In this concern, the market estimation established on technical analysis is assessed 

initially. Fundamental analysis is examined after the evaluation of technical analysis.  
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The dataset is easily obtainable from the internet for developing a predictive 

model based on technical aspects. It does, in fact, contain historical data for all the well-

known stocks. The dataset generally includes open, high, as well as low prices, as well as 

the moving averages (simple and exponential), MACD, RSI values. The target is the 

closing price of a stock at the end of a trading day. The utmost correlated attributes to the 

target are then chosen, and the repetitive features with a high correlation are combined. 

The training process consumes a substantial portion of the data, while the rest are used for 

validation and testing. The algorithm uses the training data to study how to forecast the 

target value during the training process. The ML model then estimates the prediction's 

performance in relation to the validation data. It can forecast the unanticipated target 

values of the testing dataset for comparison with true target values. Finally, the evaluation 

metrics can be calculated using the projected and the real values of closing price. 

 

The estimation of public sentiments using currently available machine learning 

algorithms does not yield encouraging results. The accuracy of various machine learning 

algorithms ranges between 65% to 75%. 

 

III.  SUMMERY 

 

This article attempts to familiarize with several artificial intelligence and machine 

learning algorithms which can be implemented for predicting the stock market. Many 

techniques like ANN, SVM, K-means etc., are generally applied to guess the stock market. 

Until now, the accuracy of machine learning algorithms in predicting whether a stock should 

be bought, sold, or held is insufficient and no credible model has outperformed the stock 

market so far. Nonetheless, many research studies in this field use a hybrid prototype that 

combines fundamental and technical analysis in a single machine learning model to 

compensate for the deficiencies of specific algorithms. This may perhaps improve the 

prediction precision, suggesting an exciting topic for forthcoming research studies. Until 

now, it appears that artificial intelligence is incapable of accurately forecasting the stock 

market. Possibly in the near future, with the advancement of artificial intelligence and 

machine learning techniques and, in particular, computation supremacy, more accurate 

models of stock market prediction will be available. 
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